An evaluation of terrain-based downscaling of fractional snow covered area data sets based on LiDAR-derived snow data and orthoimagery
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Abstract Reliable maps of snow-covered areas at scales of meters to tens of meters, with daily temporal resolution, are essential to understanding snow heterogeneity, melt runoff, energy exchange, and ecological processes. Here we develop a parsimonious downscaling routine that can be applied to fractional snow covered area (fSCA) products from satellite platforms such as the Moderate Resolution Imaging Spectroradiometer (MODIS) that provide daily ~500 m data, to derive higher-resolution snow presence/absence grids. The method uses a composite index combining both the topographic position index (TPI) to represent accumulation effects and the diurnal anisotropic heat (DAH, sun exposure) index to represent ablation effects. The procedure is evaluated and calibrated using airborne-derived high-resolution data sets across the Tuolumne watershed, CA using 11 scenes in 2014 to downscale to 30 m resolution. The average matching F score was 0.83. We then tested our method’s transferability in time and space by comparing against the Tuolumne watershed in water years 2013 and 2015, and over an entirely different site, Mt. Rainier, WA in 2009 and 2011, to assess applicability to other topographic and climatic conditions. For application to sites without validation data, we recommend equal weights for the TPI and DAH indices and close TPI neighborhoods (60 and 27 m for downscaling to 30 and 3 m, respectively), which worked well in both our study areas. The method is less effective in forested areas, which still requires site-specific treatment. We demonstrate that the procedure can even be applied to downscale to 3 m resolution, a very fine scale relevant to alpine ecohydrology research.

1. Introduction

Remotely sensed snow covered area (SCA) data sets with both high spatial and temporal resolutions are needed for research, planning, and management of hydrologic and ecologic resources. MODIS platforms provide daily snow data at a nominal ~500 m resolution, which have been applied in hydrologic studies [Parajka and Blöschl, 2008; Finger et al., 2011; Franz and Karsten, 2013], and reservoir management modeling [McGuire et al., 2006], as well as to analyze effects of burned forests on snow [Micheletty et al., 2014]. However, higher spatial resolution data are more suitable to support hydrologic modeling and understand subpixel snow spatial heterogeneity for accurate runoff prediction [Luce et al., 1999; Lundquist and Dettinger, 2005; Clark et al., 2011]. Distributed hydrologic modeling is often applied at 30 to 100 m resolution, with patchy snow affecting the energy balance feedback [Liston, 1995, 1999]. Larger-scale modeling requires parameterization of subgrid-scale variability [Liston, 2004], which is often included in the form of snowmelt depletion curves [Shamir and Georgakakos, 2007]. Ecologists are also particularly interested in high spatial and temporal resolution snow data, critical for studying alpine plant communities. In mountain systems, plant diversity and phenological events such as growing and flowering, are directly related to snow cover extent and snow duration [Choler, 2005; Venn et al., 2011; Ford et al., 2013; CaraDonna et al., 2014], and are highly variable over small spatial scales (m and tens of m), as a function of terrain features and microclimate [e.g., Little et al., 1994; Rochefort et al., 1994]. Remotely sensed snow covered area (SCA) data sets have the potential to inform studies investigating these linked snow-ecology processes.
[Tappeiner et al., 2001; Carlson et al., 2015; Dedieu et al., 2016], but both high temporal and spatial resolutions are needed to accurately determine snow duration at the scale needed for plant ecology research [Dedieu et al., 2016].

Ideally, for evaluating fine-scale spatial snow patterns, we would use high-resolution data sets such as LiDAR-derived snow depth data, orthophotography, or IKONOS imagery [e.g., Czyzowska-Wisniewski et al., 2015], but these high-resolution products are either not always available, too expensive, or too infrequent to effectively track the evolution of snow cover over time. Of all the available satellite products, MODIS-based (and going forward, VIIRS) products come closest to meeting the temporal resolution required for estimating snow disappearance dates for research and applications, providing global daily snapshots at a resolution of ~500 m. Recent research has demonstrated that this coarse spatial scale can be refined through downscaling, which is assigning presence/absence snow data on higher-resolution grids based on the coarse-scale MODIS-derived fractional snow cover area (fSCA) products [Walters et al., 2014; Li et al., 2015].

Previously developed downscaling methods have been primarily based on ablation drivers of snow cover spatial variability. Walters et al. [2014] used topographic radiation-derived slope factors and elevation, while Li et al. [2015] used air temperature and solar radiation combined in a degree-day approach to downscale MODIS fSCA to 30 m resolution. However, snow accumulation processes are at least as important as ablation processes in determining the date of snow disappearance [see Raleigh and Lundquist, 2012]. Terrain features drive snow variability [Geddes et al., 2005; Jost et al., 2007; Anderson et al., 2014], with variable wind [Hiemstra et al., 2002; Winsstral et al., 2013] and vegetation effects as a function of climate, vegetation type, and local conditions [Lundquist et al., 2013; Dickerson-Lange et al. 2015a,b]. Slope and aspect were also found important for both accumulation and the duration of the snowpack [López-Moreno et al., 2014].

Here, we build on previous approaches and propose a modified downscaling method that incorporates both ablation and accumulation effects on snow spatial variability. To account for spatial variability in accumulation processes, our method uses the topographic position index [Weiss, 2001], TPI, to identify areas of depressions and fissures in the landscape. Statistical analyses of snow depth data have identified the topographic position index (TPI), a measure of the relative position of a digital elevation model (DEM) grid cell in a given neighborhood to the mean elevation of that neighborhood [Weiss, 2001], as the strongest explanatory variable of snow depth spatial variability [Revuelto et al., 2014]. A terrain-derived index combining slope and aspect, the diurnal anisotropic heat (DAH) index, described in detail in section 3.2, is used to identify areas where snow is likely to disappear first (ablation effects). The DAH accounts also for differential warming on different aspects, which is important for snow spatial variability during the ablation season [Jost et al., 2007; Revuelto et al., 2014; Anderson et al., 2014]. We derive these two indices from a higher-resolution DEM and combine them to inform the spatial distribution of binary snow based on fSCA values from the coarser resolution grids. Our study specifically aims to:

1. Evaluate and test the new downscaling routine to map seasonal snow from fractional snow cover area (fSCA) products across multiple years and regions.
2. Evaluate the downscaled results separately over forested and exposed areas, and
3. Downscale to very fine spatial resolution (3 m) over both areas (the scale at which many organisms operate—and thus of interest to ecohydrology).

We focus our analysis on two different geographic regions: (1) the upper Tuolumne River Watershed, CA, and, (2) Mount Rainier, WA. We evaluate the method using the 2014 Tuolumne snow data, and demonstrate that the procedure is robust when applied over the same area in different years, 2013 and 2015. We then apply the method over the Mt. Rainier area, which has different topography and very different climatic conditions, to test for spatial transferability of our method for downscaling from 500 m resolution to 30 and 3 m resolutions.

We use a framework based on airborne-derived (LiDAR and orthomagery) high-resolution snow data sets. We derive 500 m-scale fSCA from the high-resolution binary data (snow presence/absence) for input to the downscaling routine. These inputs are more certain than satellite-derived imagery, which could be affected by the topographic and sensor-viewing angle effects, and are uncertain over forested areas [Raleigh et al., 2013; Ritter et al., 2013]. This ensures that we focus our testing on the skill of the downscaling methodology, when provided with reliable input data. The downscaling method can be applied to any existing...
MODIS-based (or VIIRS-based) fSCA products [e.g., Salomonson and Appel, 2004; Painter et al., 2009], and can be automated and used routinely by users to develop high-resolution maps of the seasonal progression of snowmelt in complex terrain (see Appendix B). We describe the study sites in section 2, and the methods (downscaling framework, method, and testing scenarios) in section 3. We present the results in section 4. Finally, we discuss the results and summarize the conclusions in sections 5 and 6.

2. Study Areas

2.1. Tuolumne Watershed, California

The upper Tuolumne River watershed is located on the western slopes of the Sierra Nevada, California (Figure 1a). It spans about ~3000 m in elevation, covering an area of 1190 km² above the Hetch Hetchy reservoir. Complex features characterize the landscape. The higher elevation areas are covered by granitic bedrock and shallow, erodible soils, while the subalpine areas are forested with interspersed meadows.

The climate is Mediterranean, with mild winter temperatures, low annual precipitation, and warm and dry summers. The area receives most of the precipitation as snow, which gradually melts during the ablation season, with the snow line retreating by about 300 m every 2–3 weeks [Rice et al., 2011]. The snowpack develops from only about 5–7 storms [Lundquist et al., 2015], and the difference between a low and a high snowpack is given by only a few storm events. About 36% of the watershed is forested, mostly by lodgepole pine (Pinus contorta) and red fir (Abies magnifica). According to Parameter-elevation Relationships on Independent Slopes Model (PRISM) [Daly et al., 2008; Daly et al., 1994] climatology, annual precipitation averages 800–1500 mm range. Middle elevations (2100–3000 m) hold most of the snow and provide 40–60% of the snowmelt, whereas the high elevations (above 3000 m) contribute with about 30–40% [Rice et al., 2011]. At the Tuolumne Meadows snow pillow site (37.6°N, 119.7°W, 2600 m), monthly minimum temperature ranges from ~12°C in summer, whereas the maximum monthly temperatures vary between 4–5°C and 22°C.

Beginning in 2013, the watershed was surveyed each melt season, as part of the NASA Jet Propulsion Laboratory Airborne Snow Observatory (ASO) program [Painter et al., 2016], with the main purpose to quantify the amount of water stored in the snowpack for water management. In this study, we use the 2013–2015 ASO data. Paleoclimate records over the Sierra Nevada Mountains showed that the 2012–2015 period was characterized by pronounced drought, with an exceptionally low snowpack in 2015, exceeding the 95th percentile for a 500 year return period [Belmecheri et al., 2016]. The snowpacks in 2014 and 2015 were also
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the lowest over a 31 year long period (1985–2015), based on analyzing peak snow water equivalent (SWE) climatology derived from the Landsat 5–8 imagery [Margulis et al., 2016].

2.2. Mount Rainier, Washington

The Mount Rainier National Park area, located in the Cascade Mountains of the United States (Figure 1b), covers a topographically complex and large elevation gradient (600–4390 m) with heterogeneous snow cover. Between the lowest and the highest elevation weather stations located in the Park, the mean annual precipitation varies from 1905 mm (at 579 m) to 3200 mm (at 1646 m), respectively. The region’s climate is Maritime, with dry summers and very wet winters, making the snowpack on Mt. Rainier significant. The climate is influenced by the proximity to the Pacific Ocean and varies with elevation. Precipitation falls unevenly across the Mt. Rainier area, with the wettest areas at higher elevations and on the westward side of the mountain due to orographic and storm track effects. Permanent ice and snow cover an area of about 90.6 km², mostly at elevations above 2100 m. The area is frequently cloud-covered, with July and August being the sunniest months of the year when the highest temperatures vary between 15 and 20°C. Most of the Mt. Rainier forest is coniferous. Douglas fir (Pseudotsuga menziesii) and hemlock (Tsuga canadensis) dominate the lower elevations, whereas subalpine fir (Abies lasiocarpa) can be found at higher elevations.

We selected two National Agriculture Imagery Program (NAIP) orthophotos (3 August 2009 and 16 August 2011) that provide an opportunity to assess snow mapping at high spatial resolutions across the area. NAIP acquires 1 m resolution data during the agricultural growing season every 3 years. These images can capture late season snow over high mountains, such as the Mt. Rainier. Cooler temperatures than usual characterized the summer of 2011 due to strong La Niña influences. Total snowfall in 2011 was also significant, ranking at the 93rd percentile over the 1920–2016 period. These conditions allowed the snow to be present at lower elevations at the time the NAIP imagery was acquired. Total snowfall in 2009 was also relatively large, ranking at the 78th percentile over the same 1920–2016 period. In both images, the snow line is above tree line (~2000 m). Figure 1c shows the snow-covered areas over Mt. Rainier during the 16 August 2011 NAIP survey, while Figure 1d illustrates snow cover variability within one MODIS pixel as a function of terrain features.

3. Methods

3.1. Testing Framework

We take advantage of reliable, platform-independent fine-scale SCA data derived from high-resolution (1–3 m) airborne orthophotography and from fine-scale snow (3 m) depth data collected using light detection and ranging (LiDAR) technology. Such data sets exist over a number of watersheds, including our study areas. In the United States, LiDAR-derived snow data are collected as part of the ASO program beginning in 2013 within the Tuolumne area, and the program is expanding over other regions [Painter et al., 2016]. A dual-laser system was used (Riegli LMS-Q1560, with pulse rates up to 800 kHz, and a 60° field of view, distinguishing multiple targets per pulse), with increased capabilities to detect snow in forested areas [Painter et al., 2016]. Although relatively infrequent, airborne orthoimagery capturing late season snow is available through local or national programs such as NAIP.

Because satellite-derived products are subject to cloud contamination and positional uncertainty, and cannot resolve individual trees, there are several advantages to using orthoimagery or LiDAR-derived data, rather than satellite-derived data, to evaluate a downscaling procedure. Less uncertainty exists in both the input and validation data, as the baseline fSCA can be determined with higher accuracy and higher resolution from orthoimagery or LiDAR-derived snow data. This allows us to isolate errors due to the downscaling procedure alone and to test the downscaling at resolutions higher than 30 m, which is valuable for ecological studies.

The testing framework consists of the following steps: (1) derivation of high-resolution 30 and 3 m binary snow/no-snow from the LiDAR-derived snow depth data (Tuolumne area) and orthophotography (Mt. Rainier area), (2) reconstruction of MODIS-scale (~500 m) fSCA using data from the previous step, (3) downscaling of the 500 m fSCA data to spatially explicit binary maps, and (4) comparison of the downscaled results with the data from step 1). These steps are illustrated in Figure 2 for the Tuolumne area.
Over the Tuolumne area, the 3 m binary snow data were generated from the 3 m snow depth data using a 3 cm threshold, to account for uncertainty in the LiDAR accuracy (reported 1 cm in Painter et al. [2016]) and for effects of grass and small rocks (Figures 2a and 2b). There were then aggregated to the 30 m scale to estimate 30 m fSCA (Figure 2d), as an intermediate step. A 50% pixel snow coverage threshold was applied to the 30 m fSCA to derive 30 m binary snow data (Figure 2e). Over the Mt. Rainier area, snow cover was delineated by aggregating the 1 m resolution imagery to 3 m-resolution to reduce noise, summing digital numbers for the red, green, and near-infrared bands (min = 0, max = 765 after summation), and then thresholding the resulting map to produce a binary map of snow presence and absence. In these images, the blue band was discarded because it showed reduced contrast due to atmospheric scattering. We chose a brightness threshold, rather than a more sophisticated classification method, because snow surfaces are at or near the maximum brightness in this imagery. This means that clean snow surfaces were nearly completely separated from other surfaces by their brightness, and few pixels had intermediate values, creating a distinct minimum in the image band histogram. We used this histogram minimum (value 590) as a threshold for separating snow and nonsnow surfaces. A visual assessment showed that using this histogram minimum as a threshold reliably distinguished clean snow from the background.

3.2. Downscaling Procedure
The downscaling algorithm assigns presence/absence snow data to a higher-resolution grid based on the likelihood of snow presence informed by a composite topographic index and fSCA from a coarser resolution grid (e.g., ∼500 m for a MODIS size pixel). Our composite index is a linear combination of independently derived terrain indices balancing representations of ablation and accumulation effects:

\[ SVI = DAH + w \cdot (1-w) \cdot TPI, \]

where \( SVI \) is the snow variability index, \( DAH \) is the diurnal anisotropic heating index [Böhner and Antonić, 2009], used to represent ablation effects, \( TPI \) is the topographic position index [Weiss, 2001] used to represent accumulation effects, and \( w \) is a calibrated weighting factor. Snow water equivalent, SWE, was found to relate with terrain curvature (which is similar in concept with the TPI) at near-peak
The diurnal anisotropic heating index, $DAH$, developed for the Northern Hemisphere, takes into account both slope and aspect and is calculated as:

$$DAH = \cos(\alpha_{\text{max}} - \alpha) + \arctan(\beta),$$

(2)

where $\alpha_{\text{max}} = 202.5^\circ$ (SSW) is the slope aspect receiving the maximum amount of heat, $\alpha$ is the slope aspect, and $\beta$ is the slope angle in radians. $DAH$ is highest on steep southwest-facing slopes (that have higher afternoon temperatures than east facing slopes for the same amount of received solar radiation), and lowest on steep north-facing slopes. $DAH$ (Figure 3) ranges from $-1$ to $1$ and is zero on flat terrain. $DAH$ is therefore considered here as an indicator of both the effects of temperature and topographic solar radiation that control differential snowmelt on particular slopes: snow disappears first on the southeast, south, and southwest facing slopes and lasts longer on the northeast, north, and northwest facing slopes. Snowmelt on south-facing slopes is likely to be more sensitive to increases in temperature [López-Moreno et al., 2014].

The topographic position index, $TPI$, represents an indicator of a given pixel’s position relative to the mean elevation of a defined surrounding area/neighborhood:

$$TPI = z_0 - \bar{z}, \quad \text{with} \quad \bar{z} = \frac{1}{n_R} \sum_{i=1}^{n_R} z_i,$$

(3)

where $z_0$ is the elevation of the given cell, and $\bar{z}$ is the average elevation of the neighborhood containing $R$ number of cells.

Negative $TPI$ indicates that the pixel is lower than the neighborhood average elevation, whereas positive indicates that the pixel is higher than the average. $TPI$ values vary with the size and shape of the neighborhood. Spatial relationships of $DAH$ and $TPI$ with snow distribution patterns across a mountainous landscape (Mt. Rainier area) are exemplified in Figures 4c–4n at two different spatial scales: hundreds of meters, region 1, Figures 4c–4h (e.g., MODIS scale) and tens of meters, region 2, Figures 4i–4n (e.g., Landsat scale). In Figure 4, terrain indices $DAH$ and $TPI$ (estimated as in Jenness [2006], using a 27 m circular neighborhood) were derived using a 3 m DEM data set collected during the September 2007 to October 2008 period, and provided for this study by the National Park Service (NPS).

The snow variability index, $SVI$ (equation (1)), has the highest values on steep, insolated slopes, and lowest values in concavities and depressions. The $SVI$ pixels are ranked from low to high within the area of the coarser pixel; then the highest ranked pixels (i.e., lowest $SVI$) are assigned “snow” such that FSCA over the area of each coarser resolution pixel is preserved. Both $DAH$ and $TPI$ are normalized for each of the coarser pixel area prior to calculating $SVI$, making the $SVI$ range from 0 to 1. The method’s sensitivities to the weight factor $w$ and to the neighborhood size and shape for $TPI$ are further explored in section 4.

**3.3. Performance Metrics**

We use the $F$ score derived using contingency table metrics for binary data [Olson and Delen, 2008] as an overall measure of matching performance, accounting for both commission and omission errors. For each image, we determine true negatives (TN) as the number of pixels that are snow-free in both downscaled and validation data, false positives (FP) as the number of “snow” pixels present only in downscaled but not in the validation image, false negatives (FN) as the number of “snow” pixels present in the validation data but not in the downscaled product, and true positives (TP) as the “snow” pixels common in both downscaled and validation data sets. The $F$ score is then estimated as:
We complement the $F$ score results with the Kappa statistic [Cohen, 1960] to determine how the accuracy of the downscaled product compares with the accuracy of a random chance assignment, as defined below:

$$Kappa = \frac{\text{totalAccuracy} - \text{randomAccuracy}}{1 - \text{randomAccuracy}}$$

where:

$$\text{totalAccuracy} = \frac{TP + TN}{TP + TN + FP + FN}$$

and

$$\text{randomAccuracy} = \frac{(TN + FP) + (TN + FN) + (FN + TP) + (FP + TP)}{(TP + TN + FP + FN) + (TP + TN + FP + FN)}.$$

Figure 4. (a) Example illustration of Google Earth image of snow patterns in complex terrain over a representative area on Mt. Rainier; (b) orthophoto from 16 August 2011 of Mt. Rainier; (c) Zoomed-in orthophoto for region (box) 1 in Figure 4b; (d) diurnal anisotropic index (DAH) distribution over region 1; (e) topographic position index (TPI) over region 1; (f, g, h) snow cover derived from the orthophoto overlaid over the image to the left; (i–n) corresponding plots as Figures 4c–4h, but for region 2 (smaller box). All grids are shown at 3 m spatial resolution. TPI was derived using a circular neighborhood and 27 m searching radius.
3.4. Testing Scenarios

We evaluate the procedure for downscaling at 30 m resolution as a function of the weight w, and TPI neighborhood size and shape. We use the Tuolumne 2014 data, which had the most scenes over the melt season (11), for model development. We test the sensitivity to ablation and accumulation representation, inclusion of wind effects, and uncertainty in fSCA input. The weight was varied between 0 (accumulation only) and 1 (ablation only), in 0.1 increments, defining the relative representation of the two processes in equation (1). We tested both circular and rectangular TPI neighborhoods, with searching distances varying between 60 and 180 m. Prior downscaling methods have used radiation or estimated radiation in complex terrain [Li et al., 2015; Walters et al., 2014], whereas we use a terrain-derived index that does not require computationally intensive models of incident radiation. We evaluate our method’s performance when using more comprehensive estimates of radiation instead of DAH, by sequentially replacing DAH in equation (1) with: (1) average season radiation (day of year 50–150), (2) 7 day average radiation prior to the day of survey, as the approximate time interval between the ASO flights and also used in prior analyses [e.g., Revuelto et al., 2014], and (3) slope factors (as in Walters et al. [2014]). In all cases, potential shortwave radiation accounting for topographic shading was estimated for clear sky conditions as a function of terrain slopes and aspects [Fu and Rich, 2000, 2002].

In addition to terrain features, snow accumulation patterns are also driven by the direction of storms and orographic effects. To test for wind deposition effects, we multiply the wind parameter \( a_r \) [Böchner and Antonić, 2009] by the TPI in equation (1):

\[
SVI = DAH + w(1-w) + a_r \times TPI,
\]

(8)

The wind parameter \( a_r \) ranges from 0.7 (leeward) to 1.3 (windward), and takes into account direction of the prevailing winds, as well as the influence of distant terrain on wind sheltering [Böchner and Antonić, 2009; Gerlitz et al., 2015]. Equation (8) was inspired by equation ((5)3), pg. 221 in Böchner and Antonić [2009] (Appendix A), that combines \( a_r \) with curvature and elevation in an intuitively constructed index indicative of snow accumulation based on a similar combination originally developed by Brown [1994]. In both the Mt. Rainier and Tuolumne areas, most winter storms come from the southwest. We evaluate the matching performance when using equation (8) relative to the southwest direction.

The matching scores are also likely to be affected by the uncertainty in the fSCA input. Here, we test the sensitivity of the matching performance to the uncertainty in input data by using fSCA reconstructed from two different grids and methods. We use fSCA derived from binary 30 and 3 m data, using neighborhood statistical techniques and using Gaussian pyramid reduction techniques (as in Bair et al. [2016]).

After the best model configuration is chosen based on the 2014 Tuolumne data, this configuration is then applied to the 2013 (6 scenes) and 2015 data (10 scenes) to evaluate the method’s performance in different water years. Results are then evaluated separately on forested and exposed areas over the Tuolumne area. Finally, we evaluate the method’s performance over the Mt. Rainier area and discuss the method’s transferability across different climates and mountain systems, and additionally evaluate downscaling at very high spatial resolution (3 m) in both areas (sections 4.1.4 and 4.2).

4. Results

4.1. Method Evaluation, Tuolumne River Watershed

4.1.1. Downscaling to 30 m Resolution: Sensitivity to Weight and TPI Neighborhood

The weight \( w \) and the TPI circular neighborhood size have variable effects on the downscaling efficiency as a function of day of year and snow cover variability (Figure 5). The overall F and Kappa scores for downscaling to 30 m spatial resolution over the Tuolumne watershed for 7 April 2014 (beginning of the survey scene, 71% snow covered) and 5 May 2014 (midseason, 42% snow covered) are higher than those for 31 May and 5 June 2014 (toward the end of the season, 13% and 8.7% and snow covered, respectively), when less snow was on the ground (Figure 5). The method is less sensitive to the weight \( w \) and TPI size on days that had higher fSCA values, for which the algorithm has a generally smaller chance to incorrectly map the snow.

Both ablation and accumulation processes are important in the downscaling routine, and their relative relevance varies as a function of day-of-year and overall percentage of snow cover across the watershed (Figure 5). For example, including accumulation effects earlier in the season has a smaller impact than later in the
season when snow cover is patchy, and the only remaining snow is found in cirques, depressions, or fissures. Two contrasting examples illustrate the above observations. On 7 April 2014, the overall $F$ score varied between 0.95 and 0.93, with an average of 0.94 across all $w$'s and TPI's tested. On 5 May 2014, the second to last day of the survey, the $F$ score varied between 0.61 and 0.72, with an average of 0.68 (Figure 5a).

The most effective TPI neighborhood size was 60 m, meaning that the closer vicinity terrain data were most important to detect higher and lower point locations needed to distribute snow. For a given weight $w$, the spread between $F$ scores for a range of TPI neighborhood sizes was higher for days with patchy snow (see an example for 5 June, Figure 5a). The most effective weight (for which the $F$ scores were highest in most days, except for 5 June) was 0.7. For TPI radius = 60 m and $w = 0.7$, the most effective overall combination, the average $F$ score for all days was 0.83, whereas for $w = 0.5$ the average score was very close, equal to 0.82. The average scores decreased to 0.8 for $w = 0.3$, and down to 0.76 for $w = 0$ (accumulation only). The scores were more sensitive to the weight values than the TPI neighborhood size, and especially for late-season observations, when the accumulation effects mattered more. As an example, for the last day, 5 June, the most effective weight was 0.5. These late-season downscaling results are also the most important for representing late summer streamflow and for supporting ecology research.

Kappa tests for all 11 days in 2014 rejected the null hypothesis of random assignment at 95% confidence level (i.e., observed agreement was not accidental). Similar to the $F$ scores, the Kappa scores are higher earlier in the season (Figure 5b). Most Kappa scores fell into the strong agreement category (0.61–0.8), with the exception of four values (for $w < 0.4$ on 31 May and 5 June 2014) that fell into the moderate agreement category (0.41–0.6). Kappa estimates the degree of agreement with a random classifier, and gives a relative measure of how the system accuracy compares with expected accuracy. All Kappa scores for $w = 0.7$ fell into the strong agreement category. Influences of circular versus rectangular areas for TPI were also explored, and they were similar at weights of 0.6 and 0.7 (because ablation mattered more than TPI).

4.1.2. Sensitivity to Ablation and Accumulation Representation and Wind Effects

When comparing different representations of ablation effects, the highest matching scores were estimated when using the diurnal anisotropic heating index, DAH (as in equation (1)), with an average $F$ score of 0.83.
for all 11 days in 2014 (Figure 6a). The next best options were season average (day of year 50–150) solar radiation (average score 0.80) and slope factors (average score 0.77). A similar implementation as in Walters et al. [2014], using both slope factors and elevation, provided an average score of 0.76. Most Kappa scores were within the (0.61–0.8) interval (Figure 6b), with greater divergence between methods later in the season. We tested elevation (as in Walters et al. [2014]) by sequentially replacing it in equation (1) for DAH and TPI, and the scores were lower each time (0.75 and 0.73, respectively). Because DAH performed best, we use it for the remaining of the tests as described below.

The inclusion of wind effects (equation (8)) made overall very little difference (third digit) in each of the individual F scores for the 11 days in 2014. However, even this small difference varied with day of the year, with slight improvements earlier in the season, when two major important snowfall events occurred, and slight reductions later in the season when melt is accelerated, and snow cover is patchier and highly controlled by terrain features. Wind effects did not have a significant impact on the model performance. Therefore we removed the wind contribution and continued with the original formulation (equation (1)). Replacing TPI with total curvature in equation (1) provided very similar results, making TPI and curvature interchangeable in equation (1).

### 4.1.3. Vegetation Effects

To investigate vegetation effects, we downscaled all scenes in 2013, 2014 and 2015 and estimated binary metrics separately for forested and nonforested areas. All runs applied equation (1) configured for TPI with a search radius of 60 m and $w = 0.7$. The method performed worse in forested than in exposed areas (Figure 7). For days when the percentage of snow in forested areas was below 20%, the F score dropped below 0.6, and as low as 0.3, albeit for cases when very little snow remained in the forest (less than 5–6%). The Kappa scores were also lower.
The different model performance in forested versus exposed areas is most likely explained by the differences in snow accumulation and snowmelt patterns, and the inability of the SVI to capture these differences. Figure 8 shows the different 30 m snow depth distributions for forests versus exposed areas as a function of TPI and DAH on three dates in 2014. Snow depth is higher in the depressions and on north facing slopes (negative TPI, negative DAH) and lower on the ridges and on south facing slopes (positive TPI, positive DAH), illustrating the terrain control on snow cover variability in both areas. The differences (as tested using Wilcoxon rank sum tests with bootstrapping at 95% confidence level) remain distinct as the ablation season progresses, demonstrating terrain influence on snow cover variability. However, terrain features exert a greater control on snow depth variability in exposed compared with forested areas (Figure 8), which explains why the downscaling techniques perform better in exposed areas. The differences are also greater earlier in the season, which may explain why the F scores are higher at these times.

4.1.4. Downscaling to 3 m Resolution
When downscaling to 3 m resolution, a TPI with a 27 m searching distance provided the best matching F scores (Figure 9). However, for \( w = 0.7 \), the most effective weight, the F scores for all TPI options varied within the second digit. The matching scores were similar to the 30 m downscaling, demonstrating the method’s robustness to downscaling at very high spatial resolutions (meters). All Kappa scores showed strong agreement (0.61–0.8).

4.2. Method Transferability, Mt. Rainier Area
We applied the best configuration from Tuolumne (\( w = 0.7 \) and TPI radius = 60 m) to the Mt. Rainier area. For this direct transfer, the F score was 0.71 in 2011, similar to the summer results from Tuolumne. The scores improved with changing the parameters (\( w \) and TPI size), with the best score 0.03 higher (for \( w = 0.2 \) and TPI radius = 120 m) than the direct transfer. For this most effective weight, the variation in score for various TPI circular sizes was only 0.003. The average F score for all weights and TPI considered was 0.72 for the circular neighborhood, and 0.71 for the rectangular neighborhood, but with a larger spread in F score, 5.6%.

---

**Figure 8.** Distributions of snow depth for three days in 2014 (at the beginning, middle, and end of the snowmelt season) for: (a) exposed and (b) forested areas as a function of diurnal anisotropic heating index, DAH, (c) exposed and (d) forested areas as a function of 60 m circular neighborhood topographic position index TPI.
The lowest score was 0.67 (for \( w = 1 \)). The \( F \) score was more sensitive to the weight factor \( w \) than the TPI neighborhood size. Downscaling to 3 m resolution with direct transfer (\( w = 0.7, \text{TPI} = 27 \) m) provided an \( F \) score of 0.68, which was improved to 0.72 with setting the weight to 0.2, and only marginally improved when using larger TPI neighborhoods. For \( w = 0.5 \) and TPI radius = 27 m, the score was 0.70. Similar patterns were observed for the 2009 data, which, although about 2 weeks earlier in the season, had 20% less snow. All Kappa scores for all the tests showed good agreement.

5. Discussion

5.1. Basic Approach

Topography drives not only solar loading, but also accumulation patterns and wind redistribution effects, with snow persisting longer in topographic concavities [Hiemstra et al., 2002; Sturm and Wagner, 2010]. Here, we propose a downscaling method to derive snow presence/absence data from fractional snow covered data products based on topographic effects on both snow accumulation and melt patterns. To account

Figure 9. (a) \( F \) scores for downscaling to 3 m resolution as a function of weight \( w \) and TPI searching distance in meters, with \( w = 0 \) meaning TPI controls the distribution and \( w = 1 \) meaning no weight on the TPI. (b) Spatial distribution of 3 m downscaled snow covered areas for TPI 27 m (pink color), (c) zoomed-in downscaled map (pink color), (d) zoomed-in snow covered areas derived from snow depth (yellow color), (e) zoomed-in overlaid maps from Figures 9c and 9d, where orange represents snow in both, pink represents downscaled snow that was not observed, yellow represents observed snow that was not downscaled, and clear (underlying rock and forest) represent no snow in either. The zoomed-in area is approximately four MODIS pixels (~2 km on a side). Data shown for 2 May 2014.
for accumulation effects, our method uses the topographic position index, TPI, a measure of a relative position of a DEM pixel in a given neighborhood [Weiss, 2001]. Revuelto et al. [2014] found that TPI, along with terrain curvature, correlated best with snow depth amongst several other terrain-derived indices, with the strength of the correlation varying as a function of day of the year, elevation range, and topographic complexity in the designated neighborhood. Larger neighborhoods are more likely to reveal larger-scale terrain features such as valleys and ridges, while smaller neighborhoods more likely identify local depressions/fissures [De Reu et al., 2013]. Ranges of TPI variation over specific areas and DEM resolutions are indicative of topographic complexity at various scales. As an example, the standard deviation of all TPI values (derived from 30 m DEMs with a search radius of 60 m) was three times larger over the entire Tuolumne area than over the Mt. Rainier area, indicating higher topographic complexity. Curvature was equally effective index as the TPI, as both attempt to identify concave and convex areas across the landscape. However, the TPI has a simpler and more intuitive construction and proved effective in describing snow depth variability with predictive power in modeling both snow [Revuelto et al., 2014; Carlson et al., 2015] and plant species distributions [Guisan et al., 1999].

Our downscaling method uses the terrain-derived diurnal anisotropic index, DAH, to represent shortwave radiation effects on snow cover variability. While this seems a simplified approach, DAH performed better in our tests than when using topographically distributed effects of potential shortwave radiation. We attribute this better performance to the higher weighting in DAH of the west-facing slopes compared with the similarly sloped east-facing slopes. The west-facing slopes have increased afternoon temperatures, generating additional available heat for melt. In contrast, daily total topographic radiation is equal on both east and west-facing slopes. The DAH captures the increased probability of snow being ripe and ready to melt in the afternoon, when sun hits west-facing slopes, than in the morning, when the sun hits east-facing slopes, without requiring detailed and computationally intensive complete snow energy-balance modeling.

The inclusion of larger-scale wind effects in our procedure did not significantly improve the matching performance. With consistent synoptic weather, terrain features make snow distribution patterns similar from year to year [Sturm and Wagner, 2010; Deems et al., 2008; Schimler et al., 2011], where storms from the prevailing wind direction provide similar peak accumulation patterns [Schimler and Lehning, 2011; Prokop and Procter, 2016]. Wind plays a role in the larger-scale (hundreds of m) snow deposition patterns through preferential deposition on certain mountain slopes [Lehning et al., 2008; Gerlitz et al. 2015]. At smaller spatial scales (m to tens of m), wind could shift the snow as a function of local terrain [Winstral and Marks, 2002; Mott and Lehning, 2010], likely transporting more snow to the depressions. Here, we focused on mapping snow-covered areas (rather than snow depth), especially during ablation season when snow is disappearing and patchy. The wind effect during this period was likely represented to some extent through the accumulation component in the snow variability index (equation (1)). Convex areas are generally more exposed to wind than the concave areas that trap the windblown snow, and the TPI likely captured the effect of snow transported from ridge tops and into topographic concavities. We did not find an improvement when including more detailed wind effects, such as windward versus leeward slopes.

5.2. Method Application
5.2.1. Effect of Weight
Properly weighting the two ablation and accumulation components defining the snow variability index (equation (1)) is important for improving snow mapping through downscaling, as a function of local conditions and processes dominating the energetics of snowmelt. Over the Mt. Rainier area, ablation effects were less important to mapping snow-covered areas than in the Tuolumne area, as the most effective weight was 0.2, compared with 0.7. In Tuolumne, snowmelt is driven mostly by shortwave radiation [Marks and Dozier, 1992; Lundquist and Flint, 2006], and less by longwave radiation, which is more important earlier in the season [Marks and Dozier, 1992]. Also earlier in the season, clouds are more important for producing precipitation than impacting snowmelt [Sumargo and Cayan, 2017]. The Mt. Rainier area is significantly more cloud-covered during spring and summer (as noted from the Wilson and Jetz [2016] data set), when clouds reduce shortwave incoming radiation and emit additional longwave radiation contributing to snowmelt. The snowpack of Mt. Rainier is also deeper and lasts longer in the wider depressions; therefore accumulation effects mattered more. These effects were likely exaggerated by our choice of years: Our Tuolumne study years were dry and warm (greater melt effects), while our Mt. Rainier study years were cool and wet (greater accumulation effects). The influence of the weight and TPI effects in time can be noticed...
in Figure 5 for the Tuolumne area. As the ablation season progresses, TPI represents better the snow trapped in concavities. This is consistent with patterns of LiDAR-derived snow depth in the Tuolumne area (Figure 8c), as well as with patterns observed in other geographic settings, where deeper snow was found in areas with concave curvature during the ablation season [e.g., Sold et al., 2013].

Spatial patterns of downscaled binary snow maps vary as a function of weight. This is exemplified in Figure 10 that shows downscaled binary snow maps at both 3 and 30 m spatial resolutions for five different weights for visual examination of the differences over the Mt. Rainier area. Larger snow-covered areas are mapped using ablation representation alone ($w = 1$ in equation (1)), but this misses existing snow in smaller depressions (Figures 10c and 10d, top row). By increasing accumulation effects (decreasing $w$), the algorithm more successfully maps the snow in the finer terrain depressions (Figure 10d). Statistics for the 3 m downscaling were similar or higher than the corresponding 30 m (Figure 10c), showing consistency in results for downscaling at different spatial scales, as well as the robustness of the downscaling algorithm.

5.2.2. Effect of TPI Circular Neighborhood Size

Over the Tuolumne area, which is topographically more complex than Mt. Rainier, the most effective TPI circular neighborhood for downscaling at 30 m resolution was the 60 m searching distance. In the Mt. Rainier
area, the larger circular neighborhoods (90–150 m) were slightly more efficient (by less than 1% in the F scores) than the 60 m neighborhood at the most effective weight. In both areas, the 30 m neighborhoods were almost as efficient as the 60 m neighborhoods, with average F scores lower by third digit values than the 60 m. The differences in F scores due to using different TPI neighborhood sizes were more pronounced for the late season dates, with the F score varying within about 3–5% (see example in Figure 5, for 5 June 2014 in Tuolumne). Our method was applied for downscaling to very high spatial resolutions (3 m), with snow distribution at finer scale well represented across terrain features where the physical and ecological processes are highly variable (see example in Figure 10, last column). The larger TPI neighborhoods for downscaling to 3 m resolution were also slightly more efficient in the Mt. Rainier area (by only about 0.6% difference in F score between 27 and 54 m—we did not see improvements in the matching scores beyond this size), than in the Tuolumne area (27 m). Average F scores (for all weights) slightly decrease at both sites for smaller neighborhoods (TPI searching distances 9 and 18 m). In the Mt. Rainier area, the differences were more pronounced: the average F score decreased by 0.03 between the TPI 27 m and TPI 9 m search distances. These searching distances are consistent with the grid resolution (i.e., larger searching distances for coarser grids). For comparison, Revuelto et al. [2014] identified 25 m as the most effective TPI search distance when working with 5 m resolution snow depth grids to describe snow depth variation. At these small spatial scales (meters and tens of meters), microtopography is more important for characterizing snow depth spatial variability [López-Moreno et al., 2011], as well as other site-specific processes, such as drifting and preferential deposition or snowfall from cliffs and avalanches [Clark et al., 2011].

5.3. Sensitivity to Methodological Decisions in Geospatial Analysis

5.3.1. Circular Versus Rectangular TPI Areas

Differences in downscaling performance when using rectangular versus circular TPI neighborhoods were observed in both Mt. Rainier and Tuolumne areas. In both regions, differences in F scores for the different circular TPI sizes tested were smaller, compared with the rectangular case. Based on these results, we recommend using TPI circular neighborhoods with our downscaling method.

5.3.2. Sensitivity to fSCA Input Data

As demonstrated in previous downscaling studies [e.g., Walters et al., 2014; Li et al., 2015], the matching performance depends on the accuracy of the input data. In this study, we examined this type of uncertainty using different scale grids and methods for fSCA reconstruction. For example, the fSCA data sets reconstructed from the 3 m data differ slightly from those based on 30 m data. At the watershed scale, these differences vary as a function of day of the year and total snow on the ground. For the first six observation days in 2014, the total watershed scale fSCA was larger when reconstructed from the 30 m (Figure 2h) than from the 3 m data (Figure 2g) by 2–11%, with the larger values earlier in the season, whereas for the last 5 days they were smaller by 2–13%, with the larger values toward the end of the season. Both were derived using neighborhood aggregation techniques, but differ in value due to scale and truncation in deriving 30 m binary SCA (Figures 2d and 2e) and edge effects. We used the fSCA data reconstructed from the 30 m data (Figure 2h) as input to the algorithm in all of the 30 m downscaling tests, primarily because the downscaled maps were compared with the 30 m binary data that were generated through truncation. For downscaling at 30 m resolution, the average F score varied within 9% for all methods of fSCA reconstruction. This indicates that the input data are of paramount importance for the accuracy of the downscaled snow maps, potentially having more influence on the results than specific choices of model parameters.

5.4. Future Directions

5.4.1. Drier Snow Environments, Wind Effects

In both the Tuolumne and Mt. Rainier areas wind matters more during snowfall, and acts to deposit more snow in the depressions. In a more continental regime (like Colorado) wind factors may be more important between storms than they are in a maritime regime. Applying more refined schemes to represent smaller-scale snowdrift patterns would require detailed descriptions of wind fields [Schneiderbauer et al., 2008; Mott et al., 2011; Prokop and Procter, 2016], which are usually not readily available over large areas in the mountains. Our method performed well in both wet and dry years and in different climatic settings over complex areas with heavy snow, and wind effects were negligible. In our test cases, the varying performance over the season depended on the input fSCA data sets, and other errors associated with the mapping and downscaling routine, as topography cannot fully explain snow variability in complex terrain. Tappeiner et al. [2001] showed that about 71–81% uncertainty in snow duration is explained by elevation, slope and aspect,
topographic solar radiation during the winter, number of days with air temperature less than 0°C, and vegetation in a small catchment in the central Alps area. In the Pyrenees, López-Moreno et al. [2015] estimated that 50–70% of the snow depth variance at scales from 25 to 99 m was explained by slope, wind effects, subgrid variability in elevation, and potential incoming radiation. Our results are at the upper end of these prediction ranges, with F scores for the season averaging of ~0.8. Further tests are needed to know if such skill could be obtained in a dry, continental environment.

5.4.2. Vegetation Effects
Vegetation affects snow distribution across the landscape through interception and other site-specific accumulation and melt patterns [Jost et al., 2007; Anderson et al., 2014; Cristea et al., 2014; Revuelto et al., 2015; Zheng et al., 2016]. Accumulation is usually higher in the open areas, but whether snow persists longer in the forest or in the open is a function of climate, forest type, elevation, and slope [Lundquist et al., 2013; Ellis et al., 2010]. In our method, terrain influence in the vegetated areas only partially explained the spatial distribution of snow cover. The method performed worse in vegetated than in the open areas, especially when very little snow remained in the forest. The model also performed worse when fSCA values were small, affecting the overall downscaling performance. Our reconstructed fSCA estimates ranged from 0 to 100. Existing standard MODIS-based fSCA products [Salomonson and Appel, 2004] range from 0 to 100, whereas MODSCAG fSCA values [Painter et al., 2009] range from 15 to 100. MODIS-derived fSCA data in forested areas remain highly uncertain, especially in denser forests [Raleigh et al., 2013], and currently our method does not include any specific treatment of the vegetated areas. However, satellite-derived fSCA estimates in forested areas may improve in the future, and LiDAR-derived snow data can provide support to develop alternative schemes to improve current methods.

5.5. Recommendations for Method Application to Other Regions
Results from downscaling to 30 and 3 m resolution from both the Tuolumne and Mt. Rainier areas showed that variations in F scores for different TPI sizes at their most effective weights are relatively small, within 1%, and larger up to 2–3% for other weights. Differences in F scores are larger, within 15% for the weight factor range of variation (0–1). Examining this variation pattern for both areas, we concluded that using \( w = 0.5 \) provides good downscaling results without major deductions in F scores from the peak values (1% for Tuolumne, and 2% for the Mt. Rainier). Close range neighborhoods proved effective for mapping snow; therefore we recommend using circular TPI neighborhoods with 60 and 27 m search radius for downscaling to 30 and 3 m, respectively, combined with a \( w = 0.5 \) weight factor. The diurnal anisotropic index, DAH (equation (2)) is optimized for midlatitudes in the Northern Hemisphere but can be modified for the southern hemisphere, by replacing N with S, and for areas north of the Arctic circle (by reducing the E-W importance).

The results from downscaling MODIS-scale fSCA products for the Tuolumne and Mt. Rainier areas indicate potential for applying the downscaling method to finer spatial scales (meters) using both MODIS-based fSCA products and other SCAG products under current development (30 m, from Landsat platforms). Launched in 2013, Landsat 8 circles the entire Globe every 16 days, and has an 8 day offset to Landsat 7, which can help increase the temporal resolution from the combined Landsat platforms. Successful application of the proposed downscaling technique depends on the quality of both the fSCA and DEM data sets, as well as the ability to coregister the remotely sensed fSCA value with the specific area on the DEM it is looking at. DEM accuracy is especially important for downscaling at high spatial resolutions (meters). The method can be directly applied to other mountain systems in the northern hemisphere using the above default recommendations. If fine-resolution validation data are available for comparison, the method can be further tuned to find the optimal balance between accumulation and ablation representation, and the TPI size as a function of terrain complexity. High-resolution data from the newly launched satellites such as Sentinel 2 or 3, and/or data from manual observations and terrestrial laser scans can assist the comparisons.

6. Summary and Conclusions
We use a framework based on airborne-derived high-resolution (3 m) snow data to develop and test a simple terrain-based downscaling technique that uses coarse spatial resolution fractional snow covered area (fSCA) data to derive higher-resolution binary (presence/absence) snow maps. Specifically, our method includes the effects from both accumulation and ablation processes, while previous methods used ablation
effects as the primary driver of snow spatial variability. We use non-satellite data, with fSCA data and ground validation data derived from high-resolution airborne LiDAR or orthoimagery to reduce uncertainty. We demonstrate that the method is transferable in time (through testing it during three different seasons in the Tuolumne area), and in space (by applying it over the Mt. Rainier area under different climatic conditions). For applicability to different geographic areas, we recommend a balanced representation of ablation and accumulation and close circular neighborhood sizes for deriving the topographic position index (60 and 27 m, for downscaling to 30 and 3 m resolution, respectively). This parameterization can be further refined provided that reliable validation data are available. The method is likely to perform better on exposed and less vegetated areas, such as alpine environments. We show that the procedure can be applied to downscale fractional snow cover products at very high spatial resolutions (3 m).

Appendix A: The Snow Potential Index

The snow potential index (SNOW) defining potential snow accumulation as described in Böhner and Antonic’ [2009], based on Brown [1994]:

\[
SNOW = x_r \cdot C_r \frac{z - z_{\text{min}}}{z_{\text{range}}}
\]

where \(x_r\) is the relative land-surface aspect, as a function of aspect and the azimuth of the prevailing wind direction (\(\theta\)), \(C_r\) is terrain curvature, and \(z\) is elevation (m).

Appendix B: Source Code

The downscaling procedure is coded in Matlab and can be downloaded from the following Github account, along with additional description about the input files using an example from this study: https://github.com/NCristea/Downscale-fractional-snow-covered-area-datasets.
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